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Overview

• Terminating and steady state simulation 

models

• Output analysis of terminating simulation 

models

• Output analysis of steady state simulation 

models

• Comparison of two simulation models
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Terminating and Steady State 

Simulation

• A terminating simulation model runs for a certain duration 

of time, and then, stops

• The duration of time for which the model runs may be 

random

• E.g. consider a model that simulates the operation of a 

bank from 8:00 am to 4:30 pm (the duration is 

deterministic)

Consider a model that simulates the operation of a 

restaurant until the last party leaves (the duration is 

random)
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Terminating and Steady State 

Simulation

• A steady state simulation runs continuously without any 

well-defined stopping condition

• We are interested in the long run (or steady state) behavior 

of the system

• E.g. consider a model that simulates  the operation of a 

production facility that runs continuously

Assume that the conditions of the production processes 

(e.g. demand rates, machine capacities, etc.) remain stable

We are interested in the long term average rate of 

production
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Terminating and Steady State 

Simulation

• Consider a model that simulates the behavior of a 

communication network

We assume that the demand remains stable over a time 

interval of 10-20 minutes

Data packets arrive very frequently (e.g. millions per 

second)

We can view a simulation over a few minutes as being 

essentially over an infinite time horizon

We are interested in the average long run congestion in the 

network
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Output Analysis of Terminating 

Simulation Models

• Standard confidence interval methodology applies when 

analyzing the output of a terminating simulation model

• Assume that we run the model for R replications

• Each replication uses an independent sequence of random 

numbers and starts from the same initial conditions

• Let the trajectory of the model in replication r be

• We can think of Yr(t) as the length of a particular queue at 

time t of replication r

{Yr(t) : t ∈ [0, T ]}
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Output Analysis of Terminating 

Simulation Models

• Assume that we are interested in the performance measure

• If we think of Yr(t) as the length of a particular queue at 

time t of replication r, then the performance measure we 

are interested in is the expected average length of the 

queue over T time periods

θ = E

{
1

T

∫ T

0

Yr(t) dt

}
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Output Analysis of Terminating 

Simulation Models

• From replication r of the simulation model, we obtain an 

estimate of the performance measure

• To build a confidence interval for the performance 

measure, we compute

Ȳr =
1

T

∫ T

0

Yr(t) dt

Ȳ =
1

R

R∑

r=1

Ȳr s2R =
1

R − 1

R∑

r=1

(Ȳr − Ȳ )
2
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Output Analysis of Terminating 

Simulation Models

• In this case, 100(1 – α)% confidence interval is given by

• Assume that we run the single-server queueing model for 

40 runs

Ȳ ∓ zα/2
sR
R1/2
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Output Analysis of Steady State 

Simulation Models

• We may be interested in steady state performance for 

several reasons

• When working with a terminating simulation model, the 

performance measures depend on how the initial 

conditions and the termination time are specified

• When working with a steady state simulation model, the 

long run performance measures do not depend on how the 

initial conditions are specified

• Long run performance measures are easier to compute 

analytically
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Initial Transient Problem

• Plot the average time spent in the system per 

arriving customer as a function of time
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Initial Transient Problem

• To deal with the initial transient problem, run the 

model for a certain duration of time without 

collecting statistics

• Run R replications of the simulation model by 

warming up the model for d time units

• The estimate of the performance measure from 

run r is

• Apply the same confidence interval methodology

Ȳr =
1

T − d

∫ T

d

Yr(t) dt
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Initial Transient Problem

• This approach wastes computational effort 

because the warm up period is repeated at the 

beginning of each replication

• Instead, run one long replication by warming up 

the model for d time units

• Divide up the one long replication into R intervals 

and treat each of the intervals as a replication
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Initial Transient Problem
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Output Analysis of Steady State 

Simulation Models

• Let the trajectory of the model be

• Compute

• Apply the same confidence interval methodology

{Y (t) : t ∈ [0, T + d]}

Ȳ =
1

R

R∑

r=1

Ȳr s2R =
1

R − 1

R∑

r=1

(Ȳr − Ȳ )
2

Ȳr =
1

T/R

∫ d+r T/R

d+(r−1)T/R

Y (t) dt
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Output Analysis of Steady State 

Simulation Models

• How to choose the length of the warm up period?

• See the graphical tools and moving average 

method in Law & Kelton
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Comparison of Two Simulation 

Models

• Consider two single-server queueing systems

• In the first system, the interarrival times are exponentially 

distributed with mean 0.5 minutes and the service times are 

exponentially distributed with mean 0.3 minutes

• In the second system, the interarrival times are 

exponentially distributed with mean 0.55 minutes and the 

service times are exponentially distributed with mean 0.35 

minutes

• We are interested in the average time spent in the system 

per arriving customer over the first 20 minutes

• Which system is better?
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Comparison of Two Simulation 

Models

• Run both systems for R replications

• Let        be the output of replication r for the first 

system

• Let        be the output of replication r for the 

second system

• Compute the difference in the performances for r 

replications

• Apply the same confidence interval methodology 

by treating                                      as the data

Ȳr

Z̄r

Dr = Ȳr − Z̄r

{Dr : r = 1, . . . , R}
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Comparison of Two Simulation 

Models

• We run each system for 20 replications

• 95% confidence interval 

for the difference in the 

performances of two 

systems is [-0.44, 0.07] 
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Comparison of Two Simulation 

Models

• Therefore, we can state with 95% confidence that 

the difference between the performances of two 

systems lies somewhere between [-0.44, 0.07]

• This statement is inconclusive from the 

perspective of determining which system is better

• Plot the results of 20 replications for the two 

systems



February 20 2007 Huseyin Topaloglu 21

Comparison of Two Simulation 

Models
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Comparison of Two Simulation 

Models

• The replications for the two systems are completely 
independent of each other

• Imagine for one replication, the first system gets lucky and 
receives very few arrivals, whereas for the same replication 
the second system gets unlucky and receives a lot of 
arrivals

• When the first system’s performance is really good, the 
second system’s performance can be really bad

• In this case, the difference in the performances of the two 
systems can be large

• As a result, the standard deviation of the difference 
becomes large and we obtain wide confidence intervals
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Comparison of Two Simulation 

Models

• We can remove the “luck factor” by subjecting the 
two systems to the same stream of random 
numbers

• The two systems work with the same stream of 
random numbers for generating the interarrival
times

• The two systems work with the same stream of 
random numbers for generating the service times
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Comparison of Two Simulation 

Models

• We run each system for 20 replications by using 

common random numbers

• 95% confidence interval 

for the difference in the 

performances of two 

systems is [-0.23, -0.10]

• We can state with 95% 

confidence that the first 

system is better! 
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Comparison of Two Simulation 

Models

0

0.5

1

1.5

2

2.5

3

0 0.5 1 1.5 2

System 2

S
y
s
te
m
 1

0

0.5

1

1.5

2

2.5

3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

System 1

System 2



February 20 2007 Huseyin Topaloglu 26

Comparison of Two Simulation 

Models

• What to do when the two systems are not run for 

the same number of replications?

• See the statistical tests in Law & Kelton


