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ON THE CONVERGENCE OF MOMENT PROBLEMS

J. M. BORWEIN AND A. S. LEWIS

ABSTRACT. We study the problem of estimating a nonnegative density, given a
finite number of moments. Such problems arise in numerous practical applica-
tions. As the number of moments increases, the estimates will always converge
weak * as measures, but need not converge weakly in L, . This is related to
the existence of functions on a compact metric space which are not essentially
Riemann integrable (in some suitable sense). We characterize the type of weak
convergence we can expect in terms of Riemann integrability, and in some
cases give error bounds. When the estimates are chosen to minimize an objec-
tive function with weakly compact level sets (such as the Bolzmann-Shannon
entropy) they will converge weakly in L, . When an L, norm (1 <p< 00)
is used as the objective, the estimates actually converge in norm. These re-
sults provide theoretical support to the growing popularity of such methods in
practice.

0. INTRODUCTION

A very common problem in physics and engineering is known under the gen-
eral title of “the moment problem”. We are concerned with estimating some
nonnegative measure, which may for example represent the power spectral den-
sity of some signal, or the density of states in some harmonic solid, or some
other unknown physical property. Corresponding to some finite number of ob-
servations or calculations, we are given a set of “moments”—the integrals of
various given functions with respect to the measure. Since these moments will
not determine the measure uniquely, how should we best estimate the measure,
and how good will our estimate be?

Such problems arise in a wide variety of settings. Moment problems oc-
cur frequently in spectral estimation, and in particular in speech processing,
geophysics, radio astronomy, sonar and radar, and many other areas (see, for
example, [Lang and McClellan, 1983; Kay and Marple, 1981] and the refer-
ences therein). They are also common in numerous models from theoretical
physics such as quantum spin systems, Ising models, and the summation of

Received by the editors April 20, 1989.

1980 Mathematics Subject Classification (1985 Revision). Primary 41A46, 42A70; Secondary
90C25, 49D39.

Key words and phrases. Moment problem, entropy, semi-infinite program, duality, Riemann
integral, compact level sets, uniformly convex.

Research partially supported by the Natural Sciences and Engineering Research Council of
Canada.

©1991 American Mathematical Society
0002-9947/51 $1.00 + $.25 per page

249



250 J. M. BORWEIN AND A. S. LEWIS

divergent series arising from Stieltjes transforms (see, for instance, [Mead and
Papanicolaou, 1984] and the references therein). In applications moment prob-
lems are frequently also known as “underdetermined inverse problems.” The
moment problem in pure mathematics dates back at least to [Hausdorff, 1921].
A recent survey of the wide range of approaches to the moment problem, and
applications, is [Landau, 1987].

Given a finite number of moments, various approaches are possible in esti-
mating the measure. The most popular traditional schemes are known coliec-
tively as “Padé approximation” (see, for instance, [Baker and Graves-Morris,
1980]). The idea here is to approximate the measure by atomic measures. In
recent years, however, various authors have considered a rival approach where
the measure is estimated by means of an objective function. Various entropy-
like objectives have been tried (see, for example, [Burg, 1975; Ben-Tal, Bor-
wein, and Teboulle, 1988(b); Borwein and Lewis, 1988(b)]), and advantages
over more traditional approaches have been observed [Mead and Papanicolaou,
1984]. Norms have also been tried as objective functions [Goodrich and Stein-
hardt, 1986].

A very important question arises in connection with this optimization ap-
proach to finite moment problems. How will our estimate converge to the un-
derlying measure as the number of given moments increases? This question
has been considered in the very special case of the Hausdorff moment problem
(where the measures lie on [0, 1] and the moments are taken with respect to
s') in [Mead and Papanicolaou, 1984], where it was observed that, indepen-
dent of the objective function used, the estimates converge weak * as measures,
and in [Forte, Hughes, and Pales, 1988], where some convergence results were
proved when (minus) the Boltzmann-Shannon entropy (slogs) is used as the
objective.

In this paper a rather more general approach is taken to the question of con-
vergence. We begin by studying general sequences of optimization problems.
It transpires that we can guarantee weak convergence if the level sets of the
objective function are weakly compact. We therefore summarize some appro-
priate results of Rockafellar concerning the weak compactness of the level sets
of various convex integral functionals on Lp spaces, and prove some related
results. In particular these results apply to the Boltzmann-Shannon entropy.

Such weak convergence results are important because in general a sequence
of feasible densities (in L,) for the finite moment problems need not con-
verge weakly (in L) to the underlying density. Using a duality theorem for
semi-infinite linear programs we are able to give an elegant and surprising char-
acterization of those integrands with respect to which the estimates converge
weakly: loosely speaking, they are those functions which have good one-sided
L,-approximations by continuous functions. This property may be taken as a
definition of Riemann integrability in a compact metric space. It agrees with
the standard definition in the classical case, and as in that case is equivalent
to almost everywhere continuity. The failure of estimates to converge weakly
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in L, arises because of the existence of functions which are not essentially
Riemann integrable.

Despite this, when the underlying space is a subset of R, estimates will
converge in distribution, and when the integrand is continuous we can relate its
degree of smoothness to error bounds for the rate of weak convergence.

The above observations indicate that the choice of objective function is rather
important. In particular, using (minus) the Boltzmann-Shannon entropy ensures
weak convergence in L, . However, for certain objective functions we obtain
even better convergence properties—convergence in norm. This happens in
particular when an L, norm (1 < p < o) is used as the objective. Practical
comparisons between this approach (using various objectives) and more tradi-
tional techniques would be of great interest, now that the optimization approach
has been given a firm mathematical basis.

1. CONVERGENCE IN MOMENT PROBLEMS

We are interested in problems of the form

{ inf f(x)

MP
( ") subjectto a,(x)=b,, i=1,...,n, 0<xeX,

and the limiting problem (with infinitely many constraints) (MP_ ). Here, X is
a partially-ordered, locally convex topological vector space, f: X — (—oo, +00]
is a closed, proper, convex function, and the g,’s are continuous linear func-
tionals. In what sense can we expect the solutions of (MP,) to converge to a
solution of (MP_)?

Suppose S is a compact Hausdorff space and X = M(S), the regular Borel
measures, with the usual ordering and the weak ™ topology (regarding M (S)
as the dual of C(S)). Suppose further that the a,’s are densely spanning in
C(S) . As we shall see later, if (MP__) is consistent then it has a unique feasible
solution 7, say, and if u, is feasible for (MP,) then u, — i weak *.

Now suppose that 0 <A € M(S) and repose the problemsin X = L, (S, 1),
with the usual ordering and the weak topology, regarding the g, ’s as functions
in L_(S,A). It is easy to check that for x € L,(S,4), xdA € M(S). As
before, if (MP_ ) is consistent then it has a unique feasible solution, X say
(where X = du/dA). However, we will show the remarkable fact that, under
very mild assumptions, there will always exist a sequence of x, ’s feasible for
(MP,) such that x, - X weakly in L, (S, A). For this sequence we therefore
have the pathological behaviour that

vy € C(S), /(xn _X)ydi—0,
S

and yet

JyeL (S, 4) st /(xn —-X)ydi-» 0.
s
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The conclusion is that in order to ensure convergence, the objective function f
must be carefully chosen.

We shall begin by considering a sequence of optimization problems posed in
a topological space. With very little restriction on the underlying structure of
the problems, we can give conditions ensuring that the optimal values of the
problems converge to the optimal value of the limit problem, and furthermore
that a sequence of optimal solutions converges to an optimal solution of the
limit problem.

We shall consider a topological space X, with a nested sequence of closed
subsets, X D F; D F, D --- . The following simple result will be useful.

Lemma 1.1. Suppose x, € F, foreach n, and X is a cluster point of the sequence
(x,). Then X e, F,.

Proof. Suppose X ¢ F,, forsome m. Since F,, is closed, F,f, is a neighbour-
hood of X, so for some n>m, x, eF,f,. Butas n > m, x, € F,,, which is
a contradiction. O

As usual in optimization, to ensure attainment we require some degree of
compactness.

Definition 1.2 (e.g. [Kelley, 1955]). A set C C X is countably compact if every
sequence in C has a cluster point in C.

This_property is weaker than either compactness or sequential compactness.
It is easy to see that a closed subset of a countably compact set is countably
compact.

We shall consider functions f: X — (—oo, +00]. The (lower) level sets of f
are the sets {x € X|f(x) <a} for @ < +o0c. Thus f is lower semicontinuous
if and only if it has closed level sets.

Proposition 1.3. Suppose f: X — (—oo, o] has closed, countably compact level
sets. If inf f is finite, it is attained.

Proof. Let a :=inf f be finite, and define L, := {x|f(x) < a+1/n}. For each
n, pick x, € L,. The sequence (x,) C L, and L, is countably compact, so
there exists a cluster point X . Applying Lemma 1.1, X € ﬂ:’zl L,,s0 f(X)< a.
Thus X attains the infimum. O

We now consider the sequence of problems

P, inf{f(x)|x € F,},

and the limiting problem

(P..) inf{ fx)lx e Fn} .
n=1

We denote the value of a problem (P) by V(P). The previous result shows that
if f has closed, countably compact level sets and the values of (P,) and (P_)
are finite, then they are attained.
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Proposition 1.4. Suppose f has closed, countably compact level sets. Then
V(P,) 1 V(P_) (finite or infinite).

Proof. Clearly V(P,) is nondecreasing in n, and bounded above by V(P,).
Suppose therefore that V(P,) < y < +oo for all n. By Proposition 1.3, we
can pick for each n, x, € LNF,, where L := {x|f(x) < y} is countably
compact. Thus the sequence (x,) has a cluster point X € L, and by Lemma
1.1, xe N, F,. Thus V(P_) <y, and the result follows. O

Proposition 1.5. Suppose f has closed, countably compact level sets. Suppose
further that x, is optimal for (P,), and that x_, is the unique optimal solution
of (P), with f(x,)<+co. Then x, = x_ .

Proof. Suppose x, = Xx_ , so there exists an open neighbourhood N of x_,
and a subsequence (xn’) c N. Denoting the set {x|f(x) < f(x,)} by L,

(x,)CLNN ¢ so by countable compactness there exists a cluster point X of
(x,) (and therefore of (x,)), with X € LNNE. By Lemma 1.1, X € ﬂ;,“;l F,.
It follows by uniqueness that X = x__, but this contradicts X € N ¢ o

We are specifically interested in the case where X is a topological vector
space and the sets F, are given by F, = {x € Cla,(x) = b, i=1,...,n},
where C is a closed set (typically a positive cone) and the a;’s are continuous
linear functionals. In particular, we are concerned with the cases X = L [a, B,
1 < p < oo (with the weak topology), and L_[a, 8] and M[a, B] (with the

* ) : i—1
weak ™ topology), where the a,’s are determined by a,(¢) = ¢, or a,(f) =

eV ,and C = {x > 0}. Whether the set F, is nonempty in these cases
can be answered in quite a straightforward way (see, for example, [Karlin and
Studden, 1966]). The question of when the limiting problem is feasible is a
classical moment problem in these cases (see, for example, [Widder, 1941]).

Proposition 1.3 gives one condition for attainment. The question of attain-
ment in the problems (P,) when we do not necessarily know that f has com-
pact level sets, is considered in [Borwein and Lewis, 1988(b)].

Assuming that V' (P_) < +oo and is attained, there are two natural ways
to ensure that the optimum is unique. This will be the case either if f is
strictly convex on its domain {x|f(x) < +oo}, or if (-, F, is a singleton.
The following simple result is useful (see [Schaefer, 1971] for the notation).

Proposition 1.6. Let (X, Y) be paired vector spaces, X € X , and suppose the
span of (a,)] is a(Y, X)-dense in Y . Then

{xeX|(x,a)=(X,a), i= 1,2,...}={x}.
Proof. If (x —X, a;) =0 for each i, then
x-%={(a)7}" ={o(Y, X)—clspan(a){’} =Y~ ={0}. O

For example, suppose S C R¥ is compact and A is Lebesgue measure. Then
C(S) is || - ||,-dense in L,(S, A) for ¢ < +oo (see [Rudin, 1966, Theorem
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3.14]). If the sequence (a,)]° C C(S) spans the (multidimensional) polynomi-
als, then, by the Stone-Weierstrass Theorem [Holmes, 1975, p. 209], the span
of (;)7" is ||-||,-dense in C(S), and therefore || - l|,-dense in L (S, 1), and
so o(L,, L,)-dense. Obviously the span of (a;)7° will also be a(C(S), M(S))-
dense in C(S). On the other hand, C(S) is weak “-dense in L_(S) [Holmes,
1975, p. 68], so span(a,)]” willbe o(L_, L,)-dense in L_(S).

For example, if the sequence (a,(s;, ..., sk))}’:1 isgivenby 1, 5., 55, ...,
S s 512 s S1Sys eee s 815, sg , ... etc., then the above result will apply. In par-
ticular, it applies in the one-dimensional case where a,(s) := s'! for each i.
Similarly, denoting the unit circle by T (so C(T) is the space of 2z-periodic
real-valued continuous functions on R, and L, (T) is defined in the usual way
for real-valued functions), the trigonometric polynomials are dense in C(T)
[Rudin, 1966, 4.25]. Thus if (X, Y) = (L,(T), L,(T)) with 1 < p < oo or
(C(T), M(T)), and (g;);" = {1, coss, sins, ...} then Proposition 1.6 will ap-
ply (and analogous results will hold in several dimensions).

Throughout this paper we shall generally assume that the underlying space S
is a compact metric space. This involves no essential loss of generality since the
existence of a densely spanning sequence (q,)]" in C(S) implies that C(S) is
separable, and hence that S is metrizable [Jameson, 1974, 26.14].

A function g: S — R is Borel if g_l(V) is a Borel set for every open set
V cR.

Theorem 1.7. Let S be a compact metric space, 0 < i € M(S), and suppose
(a)7° c C(S) with clspan(a,)]" = C(S). For n=1,2, ..., define

F,:= {OSueM(S)lfaid(,u—ﬁ)=O, i=1,...,n}.
s
Suppose u, € F, for each n. Then u, — T weak™ in M(S). In fact
(1.8) /gd(un—ﬁ)—»O as n — +oo
s

for any bounded Borel function g: S — R, continuous [i-a.e.

Proof. Proposition 1.6 shows that ﬂ F, = {ﬁ} Since span( ;)] is dense in
C(S), for some m and some i € R" || E, : l a 1|| % (where 1 denotes
the constant function), so in partlcular E, L Aa(8) > for all s € §. Now
for any u € F,, we have

1 1 .
5llull = 54(S) (since u > 0)

1 m m
= = a. = ADb..
/s<2> dug[g(%l,a) du ; b

Thus F, is closed and bounded in norm, so is weak * compact by the Alaoglu-
Bourbaki theorem [Holmes, 1975].
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Now apply Proposition 1.5 with f(-) := d(/|F,) (where d(x|C) := 0 if
x € C and +oo otherwise) to deduce that u, — i weak ™. The final statement
follows by [Ash, 1972, 4.5.1]. O

As a special case, suppose S = [a, f]C R, and let g := Xl 5] in (1.8) (where
x.(x):=1if x € C and 0 otherwise). It then follows that u [, s] — Zla, 5]
as n — oo forall s € [a, B], or u, — & in distribution. We thus recover the
result of [Mead and Papanicolaou, 1984, Theorem 2].

Error bounds. An alternative approach to Theorem 1.7 involves a direct ap-
proximation argument. This idea also furnishes error bounds for the rate of
convergence in (1.8) when g is continuous. As in Theorem 1.7, let S be a
compact metric space with (g;);° C C(S).

Definition 1.9. For any function g: S — R define the error function

E.(8) 1nf{“g ZA |AER"}.

Thus if clspan(a,);” = C(S) then forany g € C(S), E,(g) = 0as n — 0. In
fact, when S'=[a, B]C R and q,(s) := s'~!, various theorems due to Jackson
and others relate the rate of convergence of E, (g) to zero with the smoothness
of g. For example, if g is analytic on [a, ] then there exists some p > 1
and a constant K such that E, (g) < K p~" for all n (see [Lorentz, 1986]).
Analogousresults exist for approximation by trigonometric polynomials.

Theorem 1.10. With the same notation as Theorem 1.7, suppose a, = 1. Sup-
pose u, € F, for each n. Then for any bounded Borel function g: S — R,

/ gd(u, - 1)

Proof. By definition, given J > 0 there exists 1 € R" with ||g—Y_"
E,(g) + J . Therefore

’/Sgd(u,,—ﬁ)‘ = |/S (g—l;lia,) d(un—ﬁ)’
S /.S"|g_iz=;liai
< /S (E,(g) +0)d(u, +7) = 2(E,(g) + O)A(S).

Since J was arbitrary the result follows. O

< 2E,(g)u(S) for each n.

i=1 tt”oo—

dlu, — 2l

Note that since a, = 1, 7(S) = [g dii is a known moment.

2. COMPACTNESS OF LEVEL SETS

The conditions we gave in the previous section for the convergence in value
and optimal solution of the sequence of problems (P,) depended on the ob-
jective function f having compact (in fact countably compact) level sets. We
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are interested specifically in the case where the underlying space X is a Banach
space with its associated weak or weak ™ topology. The following concept is
therefore useful.

Definition 2.1. Suppose X is normed and f: X — (—oco, +oo]. Then f is
coercive if lim,_, infy o f(x)=+oo.

Proposition 2.2. A function f is coercive if and only if all its level sets are
bounded.

Proof. Suppose some level set is unbounded, so for some sequence (x,) with
Ix,ll = +00, f(x,) < a < +oo forall n. Then inf, . f(x) <a forall y,
so lim, ,  inf x> f(x) <a and f is not coercive.

Conversely, if f is not coercive then for some o < +oo0, infII x> f(X)<a

for all y. Therefore {x|f(x) < a} is unbounded. O

Corollary 2.3. Let X be the dual of a normed space, and suppose f: X —
(—o00, +00] is coercive and weak *-lower semicontinuous. Then f has weak”-
compact level sets.

Proof. The level sets of f are weak *-closed by assumption, and bounded by
Proposition 2.2, so they are weak *-compact, by the Alaoglu-Bourbaki theorem
[Holmes, 1975, p. 70]. O

We are concerned with convex functions f. In this case there is a dual
characterization, by the Moreau-Rockafellar Theorem. Given paired spaces
(X,7Y), denote the Mackey topology on X by (X, Y) (see, for example,
[Schaefer, 1971]).

Theorem 2.4 [Rockafellar, 1974, Theorem 10(a)]. Suppose (X, Y) are paired
spaces, with f: X — (—oco, +00] a closed, proper, convex function with conjugate
1Y = (=00, +o0]. If f* is bounded above on 1(Y , X)-neighbourhood of 0
then the level sets,

(2.5) {x e X|f(x) <a}, a < 400,

are a(X , Y)-compact. Conversely, if one of the level sets (2.5) with a > inf f is
a(X, Y)-compact, then 0 € core(dom f~) and f is (Y, X)-continuous at 0
(so in particular, f* is bounded above on a ©(Y , X)-neighbourhood of 0). O

Corollary 2.6. Suppose, in Theorem 2.4, Y is a Banach space and X = Y".
Then all the level sets (2.5) are weak”-compact if and only if 0 €
||l - int(dom f).

Proof. This follows directly from the theorem, using the fact that, by [Rockafel-
lar, 1974, Corollary 8B], f* is continuous on core(dom f*) = int(dom f*). O

We are particularly interested in objective functions f which are convex in-
tegral functionals: f: L,(S) — (—o0, +oo] defined by f(x) = [so(x(s))ds,
where ¢ is a convex function on R. These integrals are defined as in [Rock-
afellar, 1974]. We will primarily be interested in the case where S is a finite
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measure space. The following result is a specialization of a theorem [Rockafel-
lar, 1974, Theorem 22] giving conditions for the level sets of such an f to be
weakly compact.

Theorem 2.7. Let (S, ds) be a complete, totally o-finite measure space, and
suppose ¢: R — (—oo, +00] is closed, convex, proper.

(A) For 1<p<oo and 1/p+1/q=1, define f: L,(S)— (—o0, +oc] by
f(x) = [gé(x(s))ds . Suppose

(2.8) ¢"(r() € L,(S) forally € L,(S).

Then the level sets of f are o(L,(S), L,(S))-compact.
(B) For 1 <p < oo and S a finite measure space, (2.8) is implied by the
growth condition

¢"(v) < §|v|" +b forallv,
for some constants a >0 and b, or dually, for all u,

N |u|p/ap_b’ ifp<+oo,
o) 2 { S(ull=a,al) - b, if p=+oo.

For p=1 and S finite, (2.8) is implied by ¢" being everywhere finite. 0O

Example 2.9. For applications to moment problems, the case where p = 1 and
¢(u) = 400 for u < 0 is of particular interest. In this case, define d =
lim,_,,  é(u)/u (which exists). It is easy to check that ¢" is everywhere finite

if and only if d = +o0o (see [Borwein and Lewis, 1988(b)]). As an example,
consider (minus) the Boltzmann-Shannon entropy:

ulogu, u>0,
y(u)=4 0, u=0,
+00, u<0.

v—1

Then d = +oo and y”*(v) = e~ . Applying the above results, the level sets

{0 <xeLo0,1] /1 x(s)logx(s) ds < a}
0

are weakly compact (a < +oo). This could be seen more directly from the
Dunford-Pettis criterion for weak compactness in L, (the approach taken in
[Forte, Hughes, and Pales, 1988]).

The assumption that S is a finite measure space is important here. Writ-
ing Iy(x) for [5¢(x(s))ds, we know by [Rockafellar, 1974, Theorem 21]
that with y as above and I: L,(R) — (—o0, +00], the conjugate functional
(I,)": L(R) = (=00, +00] is given by (I,)" =1, . Thus for y € L (R),

oo

(1) ) = / &9 g,

—00
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from which it is clear that dom(/ W)* = . Thus by Theorem 2.4, the level sets
of I , are not weakly compact.

We can prove a converse to Theorem 2.7(A) (in the L, case).

Theorem 2.10. Let (S, u) be a complete, totally o-finite measure space which is
not purely atomic, and suppose ¢: R — (—oo,4o0] is closed, convex,
proper. Suppose ¢* is not everywhere finite. Then the level sets of 1 50 Ly(S) =
(-0, +o0] of the form {x € L,(S)| f¢ $(x(s))du < a} are not weakly compact
for a > infl 4

Proof. Notice that the result holds vacuously if I, is identically +oco. By
[Rockafellar, 1974, Theorem 21], (I,)": L(S) — (—o0, +o0] is given by
(I,)" = I, . Suppose ¢*(vy) = +o0.

Since S is not purely atomic [Holmes, 1975, p. 106], there exists a subset
S, contained in the complement of the atoms of S, with 0 < U(S,) < 1. Since
Sy is not an atom, there exists S, C S, with 0 < u(S;) < 1. Continuing
inductively, we can construct a nested sequence Sy 28 D8, D - with
0 < u(S,) <2™" for each n.

Now define a sequence (y,) C L_(S) by y,(-) := VoXs (*) . Pick any weakly
compact set Q in L,(S). By the Pettis criterion for weak compactness in L, ,

/ xdu
S’l

(see [Dunford and Schwartz, 1958, IV.8.11]). Thus for large 7, Y, € Q=
{¥l{x,y) <1 forall x € Q}. Since these sets form a base of neighbourhoods
of the origin for 7(L_, L,), y, — 0 in the Mackey topology (see, for example,
[Schaefer, 1971]). However

Lo () = [ (0t (5)) du(s) = w(S,)6 (vg) + H(S})8"(0) = oo,

s0 I is not finite on any Mackey neighbourhood of 0. The result now follows
from Theorem 2.4. O

- Sup{l(x,yn)HxEQ}:|'U0|sup{ |er}—>0 as n — oo

As an example, consider the logarithmic entropy

000 = {

Then the conjugate function is

o0 —1—-log(-v), wv<0,
¢(v)_{+oo, v2>0,

—logu, u>0,
+00, u<o0.

so the above theorem shows for example that

1
{xeLl[O, l]|/0 log x(s)ds Za}
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is not weakly compact for any finite «. Thus it is not possible to apply the
results of §1 directly with objective functions of this form. Such problems are
studied in [Lewis, 1989], where it is shown for example that if x, is the (unique)
optimal solution for the problem

maximize fol log x(s)ds
subject to [y (x(s) — %(s))s'ds =0, i=0,...,n, 0<xeL,0,1],
where % is continuous and strictly positive, then 1/x, — 1/% weakly in L, .

3. RIEMANN INTEGRATION
Consider the set

G,:= {ngeLl[O, 1]|/1(x(s)—5c(s))sids=0, i=0,..., n}.
0

Thus G, is the set of nonnegative densities agreeing with X up to the first n

moments (where 0 < X € L,). If x, € G, for n =1, 2,... then Theorem
1.7 shows that
.ol
(3.1) / (x,(5) = %(5))g(s)ds = 0 as n— oo
0

for any bounded Borel function g: [0, 1] — R which is continuous a.e. (or
in other words for Riemann integrable Borel functions). What we shall show
in the next two sections is that, loosely speaking, this condition on g is also
necessary for (3.1) to hold in general. In particular this shows that x, does not
necessarily converge to X weakly in L, . It is precisely this fact that motivates
our interest in objective functions with weakly compact level sets.

In order to demonstrate this result in a general setting we begin in this sec-
tion by developing a theory of Riemann integration in compact metric spaces.
Throughout this section, S is a compact metric space with 0 < u € M(S).

Definition 3.2. A function g: S — R is Riemann integrable (with respect to )
if given any & > 0 there exist p, ¢ € C(S) with p < g < ¢ and [((g—p)du <
¢. Wesay g is essentially Riemann integrable (with respect to u) if there exists
a Riemann integrable Borel function 4 with A(s) = g(s) u-a.e.

Thus a function is Riemann integrable when it can be L,-approximated from
above and below by continuous functions (cf. [Jacobs, 1978, 1.9.1]). When
S =[a, B] and u is Lebesgue measure, step functions and continuous functions
L -approximate each other arbitrarily well from above and below. It follows by a
standard result on the Riemann integral [Stromberg, 1981, 6.28], that Definition
3.2 agrees with the standard notion in this case.

Denote the bounded functions on S by B(S) and the Riemann integrable
functions by RI(S, u). Then C(S) C RI(S, u) C B(S),and RI(S, u) and is
a closed subspace of B(S) (with the uniform norm), by [Jacobs, 1978, 9.5.1].
It is easy to check that in general RI(S, u) will not be separable. We can also
regard the (equivalence classes of) essentially Riemann integrable functions as
a closed subspace of L_ (S, u), which again will in general not be separable.
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Proposition 3.3. Suppose support(u) =S . Then a Borel function g is essentially
Riemann integrable if and only if given any ¢ > 0 there exists p, q € C(S) with
p(s) < g(s) < q(s) ae and [((g—p)du<e.

Proof. Suppose g has the given property. For each n =1, 2, ... there exist
Py 4, € C(S) with p,(s) < g(s) < q,(s) ae. and [((q,—p,)du < 1/n. By
replacing p, with V;’=1pi and g, with /\:'=1ql. for each n (where \/ and A
denote pointwise maxima and minima respectively), we can assume p,<p, <
~--,and ¢, > ¢, >---. Suppose for some n and S €S, p,(s5) > q,(sy) . By
continuity there exists an open neighbourhood U of Sy with p, (s) > g,(s) for
all s € U. Since support(u) =S, u(U) > 0, which contradicts p,(s) < q,(s)
a.e. Thus p, <gq, forall n.

Now define Borel functions u, v: S - R by u:= V}’:lp,. and v := /\‘,.’;’1 q;-
Then p, <u < v < g, foreach n, and u(s) < g(s) < v(s) a.e. Define null
sets

S, :={slg(s) <u(s)} and S, :={s|g(s)>v(s)},
and then define a Borel function 4#: S — R by
h(s) = { u(s), ifs ebjl us,,
g(s), otherwise.

Then A(s) = g(s) ae,and p, <u<h<wv< g, for each n, so h is Borel
and Riemann integrable. Thus g is essentially Riemann integrable.
The converse is immediate. O

We are interested in the existence of functions which are not essentially Rie-
mann integrable. The following construction is useful.

Proposition 3.4. Suppose support(u) =S and u is nonatomic. Given any ¢ > 0
there exists an open set A C S with 0 < u(A) < &, and such that u(ANU) > 0
for every nonempty open set U C S.

Proof. By [Jameson, 1974, 11.3], S is separable, so pick a dense sequence
(s)7°. Write B,(5) for the open ball, centre 5 with radius &. For each i,
ﬂ,;“;lBl/k(si) = {s;}, so since u is nonatomic, u(Bl/k(s,.)) — 0 as k - .
Pick 6, > 0 such that u(B(,I(s,.)) < €27', and define A4 := Uz, B(,‘(sl.). Then
A is open with 0 < u(4) < 22162_i = ¢. Furthermore, if @ # U then
s; € U for some i, so & # U N B;(s;) is open. Since support(y) = S,
uANU) > uw(Un Bé.(s")) >0 as requi'red. O

Theorem 3.5. Suppose u is not purely atomic. Then there exists a set A, open
in S, such that the function x , is not essentially Riemann integrable.

Proof. Since u is not purely atomic there exists a subset S, contained in the
complement of the atoms of u with u(S,) > 0. Since u is regular, there exists
compact §, C §; with u(S,) > 0. Let S, := S, Nsupport(u). Then S, is a
compact metric space, | S, is nonatomic, and support(| So) =S,.
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By Proposition 3.4, there exists a set Ay, open in §, with 0 < U4, <
2;t(S ) and such that u(4,nU,) > 0 for every nomempty set U,,openin §.
In other words, there exists a set 4, open in S, with 0 < u(4N S o) <3 ,u(S )
and such that u(ANU) > 0 for every set U, open in S, with U N Sy # .

Now suppose p € C(S) with p(s) > X4(s) a.e. Suppose p(3) < 1 for some
5§ € §,. By continuity, there exists V', open in S, with § € V such that
p(s) < 1 forall s € V. However V' NS, # < implies that u(4N¥V)> 0, and
this contradicts p(s) > 1 a.e. on A. Thus p(s) > 1 forall s € S, - Hence

/S(p—xA)du= /Sg(p—xA)du+/S(p—xA)du

2 /S(p—x,,)du=/%pdﬂ—u(AﬂSo)

2 U(Sy) — u(AnNS,) > u(S,) - 2#(5) 2/t(S)

It follows immediately from the definition that x 4 1s not essentially Riemann
integrable. 0O

The last result of this section shows that the classical characterization of
Riemann integrability on R as continuity a.e. extends to this setting. (Note
that we do not require /2 to be Borel.)

Theorem 3.6. Let h: S — R be bounded. Then h is Riemann integrable if and
only if it is continuous a.e.

Proof. Define the upper and lower envelopes of 4, h, h: S - R respectively,
by
h(s) == Eh(t) ,  h(s):=limhA(t), forses.

t—s

Then h<h<h, h islsc, & is usc, and

h=A{a>zhlgisusc},  h=\/{p <hlpislsc}.

See [Ash, 1972, A6] for these ideas. Clearly / is continuous at s if and only
if h(s) = h(s) = h(s).

Now suppose # is continuous a.e., so A(s) = h(s) a.e. By [Ash, 1972, A6.6]
there exist sequences (p,)}", (¢,)}" C C(S) with p, 1 h and g, hasn—co.
By the monotone convergence theorem,

lim pndu=/hdu=/ﬁdu= lim [ g, du.

h—o0 S S S n—oo S
Thus p, < h < g, for each n and Js(a,—p,)du | 0 as n — oo, so h is
Riemann integrable.

Conversely, suppose / is not continuous a.e. so for some measurable S, CcS
with u(S)) > 0, A(s) < h(s) for all s € S, - Then for some & > 0 and some
measurable S, C S with u(S;) >0, A(s) < h(s)—¢ forall se S, .
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Now for any p, g € C(S) with p<h<gq, p<h and ¢ > h, and so
J@-pduz [F-mau> [ G-ndu>outs).
1

Thus # is not Riemann integrable. O

4., DUALITY AND WEAK CONVERGENCE

We make the following assumptions:
S is a compact metric space,
0<ueM(S),
4.1) 0<xeL,(S,u),
g: S — R, Borel, bounded u-a.e.,
clspan(a,)]” = C(S).
Let G, C L,(S, u) be defined by

42 G, := {ngeLl(S,,u)l/(x—fc)aidu=0, i=l,...,n}.
S

We consider sequences (xn)‘l’<> , with x, € G, for each n, and we are interested
in conditions ensuring

(4.3) /(xn —X)gdu —0 asn— oo.
S

From Theorem 1.7 we immediately obtain the following result.

Theorem 4.4. Suppose assumptions (4.1) hold and define G, asin (4.2). If
g(s) = h(s) u-a.e, where h is a bounded Borel function which is continuous a.e.
with respect to the measure X du, then (4.3) holds for every sequence x, € G,, .
In particular, this holds if g is essentially Riemann integrable.

Proof. Since h is continuous a.e. with respect to the measure X du, we can
apply Theorem 1.7 with df := Xdu and du, := x,du. For the last part, if
g is essentially Riemann integrable then g(s) = A(s) u-a.e., where A is Borel
and Riemarn integrable, so bounded, and continuous u-a.e. (and so X du-a.e.),
by Theorem 3.6. O

In order to prove the main result we shall use a duality result from [Borwein
and Lewis, 1988(a)].

Definition 4.5. Let X be a topological vector space, with convex C C X . Then
the quasirelative interior of C (qri C) is the set of those x € C for which
clcone(C — x) is a subspace.

Example 4.6. For a o-finite measure space (T, #) and X = L,(T, u),
qri{x|x(¢) > 0 a.e.} = {x|x(¢) > 0 a.e.}
[Borwein and Lewis, 1988(a), Example 3.11].
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Theorem 4.7. Let X be a locally convex topological vector space; f: X —
(—00, +00] convex, A: X — R" continuous and linear, and b € R" . Suppose
there exists X € qri(dom f) with A% =b. Then

inf{f(x)|dx = b, x € X} = max{b’A - f"(4"A)|A e R"}

(where the right-hand side is attained).
Proof. See [Borwein and Lewis, 1988(a), Corollary 4.10]. O

Theorem 4.8. Suppose assumptions (4.1) hold and define G, as in (4.2). Sup-
pose there exists 6 > 0 and a closed set S, C support(u) with %(s) >d p-a.e.
on S, such that g| S, is not essentially Rzemann integrable with respect to u| S,
Then there exists a sequence x, € G,, n=1,2, ..., such that (4.3) fails.
Proof. Without loss of generality (if necessary replace g with —g), by Propo-
sition 3.3 there exists ¢ > 0 such that for any g € C(S,) with gq(s) > g(s)
/,tlso-a.e., fso(q — g)du > ¢. (Note that ngo is Borel.)

Consider the semi-infinite linear program,

sup / ugdu
SO
(SIP,) subject to /uaidu=/5caidu, i=1,...,n,
SO SO

. OgueLl(So,mSO).
Applying Theorem 4.7, the dual problem is
minimize ( ) X du
(DISP, )
subject to ZA >g(s) ulgae., A€ R".

Now u := fc|So € qri(L,(S,, ,u|so)+) by Example 4.6, and is feasible for (SIP,).
Thus by Theorem 4.7, V/(SIP,) = V(DSIP,,).
However, for any feasible A for (DSIP,), ) 4a; is continuous and thus

fS zllll d/.t>8 Y

/ (Zla)xd,u>/ g% du+edu(Sy).

Note that u(S;) > 0 by assumption (otherwise g| 5, (s) =0 a.e., so is essentially
Riemann integrable). It follows that

V(SIP,) = V(DSIP,) > / gk du +edu(S,).
SO
Thus for each n there exists u, , feasible for (SIP,), with

/ugd,u>/xgd,u+ 580 u(S,).

So
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Finally, define x, € L (S, u) by

u (s), sesS,,
%0 ={ 0
X(s), se€S,.
Then x, € G, for each n, and

[ = Rgdu= [ (- g du> 35u(sy) > 0.
s S, 2

Thus (4.3) fails. O

The duality argument above could be circumvented by a direct separation
argument if so desired.

If, in Theorem 4.8, % € Lp(S, u), where 1 < p < oo, then we can in
fact find a sequence x, € G,, n =1, 2, ..., such that (4.3) fails, with each
x, € L,(S, u). To see this, simply follow the same proof, with (SIP,) reposed
in Lp . The dual problem remains unchanged, and Theorem 4.7 still applies be-
cause qri((L,),) = {x|x(#) > 0 a.e.} by [Borwein and Lewis, 1988(a), Example
3.11] (where in the case p = co we use the weak * topology).

Furthermore, if actually X € C(S) and S; = S in Theorem 4.8, then we
can even require each x, € C(S). Again follow the same proof, this time with
(SIP,) reposed in C(S). The dual problem is again unchanged, and Theorem
4.7 still applies because % € int(C(S),) = qri(C(S),).

Putting Theorems 4.4 and 4.8 together we obtain an exact characterization
of those functions g for which (4.3) holds.

Corollary 4.9. Suppose assumptions (4.1) hold and define G, as in (4.2). Sup-
pose further that support(u) =S, and for some 6 >0, X(s) > u-a.e. Then
(4.3) holds for all sequences x, € G, if and only if g is essentially Riemann
integrable.

Proof. One direction is contained in Theorem 4.4, while the converse follows
by taking S :=S in Theorem 4.8. O

It is interesting to observe that in fact both directions in the above proof could
be accomplished using the duality argument: since the g, ’s are densely spanning
in C(S), when g is essentially Riemann integrable V' (DSIP,) — [ gXdu as
n— oo (with §;:=S). The result then follows by weak duality.

The principal motivation of the last two sections was to show that x, € G,
for each n very rarely implies x, — X weakly in L,(S, u).

Corollary 4.10. Suppose u is nonatomic and % # 0. Then there exists a se-
quence x, € G, foreach n, and an openset A C S, such that [,(x,—%X)du - 0
as n — oo. In particular, x, » X weakly in L(S, u).

Proof. Since % # 0, for some & > 0, u{s|x(s) > d} > 0. By the regularity
of u there exists compact S| C {s|X(s) > d} with u(S,) > 0. Set S, :=
S, Nsupport(y), so S, is compact, u(S;) = u(S,;) >0, and X(s) >J p-ae.
on S, . Clearly u| 5, is nonatomic and has support S,. By Theorem 3.5 we can
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find a set 4, open in S, such that x 4, is not essentially Riemann integrable
with respect to u| S, Now A, = AN S, for some set 4, open in §. Define
g := X, and apply Theorem 4.8. O

5. EXAMPLES

The following model gives some interesting examples. As before, we denote
by L,(T) the space of real-valued Lebesgue measurable functions on [, 7]

with the norm |[|x||, := (21,[ f x(s) ds)l/ 2 and the pointwise ordering.

inf Ix1l,
(FS ) SUbjeCt to ffn(x(s)—)%(S))COS(jS)dS:O, j=0, ., H,
! J7(x(s) = x(s))sin(js)ds =0, j=1,...,n,

0<x e Ly(T).

Here, 0 < % € L,(T). The problem therefore is to find the function in L,(T)
with minimal norm, given its nonnegativity and first (2n + 1) Fourier coeffi-
cients. By the strict convexity of || - ||, and the weak compactness of the unit
ballin L,,if x, is the unique optimal solution of (FS,) then x, — X weakly
in L,(T) (by Proposition 1.5). In fact we shall see in the next section that
I, = %I, = 0.

For h € Ly(T), denote by S,(#) (€ C(T)) the nth partial sum of the
Fourier series for 4. Thus

S, (h)(s) = %do + Z(dj cos(jis) + ¢, sin(js))

where d; := 1 % h(s)cos(js)ds and ¢; = L% h(s)sin(js)ds.

Lemma 5.1. If S,(X) > O then it is the unique optimal solution of (FS,).

Proof. Since {1, cos(s), sin(s), cos(2s), ...} forms an orthogonal basis for
L,(T), S,(X) is the unique optimal solutlon of (FS,) with the constraint x >0
omitted. The result follows. O

Theorem 5.2. Suppose X € C(T) is of bounded variation and strictly positive.
Then for all n sufficiently large, S, (X) is the unique optimal solution of (FS,),
and it approaches X uniformly as n — co.

Proof. S,(X) — X uniformly by [Katznelson, 1968, I1.2.2]. Since X is strictly
positive and continuous, by compactness S, (X) > 0 for all »n sufficiently large,
and the result now follows by Lemma 5.1. O

Example 5.3. There exists a function 2 € C(T) such that the partial Fourier
sums S, (k) are uniformly bounded, but S,(4)(0) - A(0) as n — oo (the
Fourier series of 4 diverges at 0). See [Stromberg, 1981, p. 530] for this ex-
ample. By adding a suitable constant to # we can assume 4 and S, (h) are
nonnegative for each n.

Set X := A in (FS,), and repose the problem in C(T). By Lemma 5.1,
S, (h) is the unique optimal solution of (FS,). Of course, ||S,(k)— A, — 0 as
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n — oo, and in fact S, (h)(s) — h(s) a.e. [Stromberg, 1981, 8.26]. However,
S, (h) » h pointwise, so S,(h) » h weakly in C(T).

n

Example 5.4. Denote the function with constant value 2 by 2, and the ball of
radius 1/v2, center 2, by

B(2, 1/V2):={x € Ly(T)||lx - 2|, < 1/v2}.
Define g € L,(T) by g(s):= 372,27 7 cos(js) . Consider the problem

inf 8(x|B(2, 1/v2)) - [T g(s)xds
subject to [ x(s)ds = 4m,
(R,) [, cos(js)x(s)ds=0, j=1,...,n,
[Z,sin(js)x(s)ds=0, j=1,...,n,
0<xe L »(T).
Since {1, cos(s), sin(s), ...} is an orthogonal basis of L,(T), any feasible

solution of (R,) can be wrltten
x(s)=2+ Z(dj cos(js) + ¢; sin(js)),
j>n
and for x € B(2, 1/V2) we require an d2+c12.) < 1. For this x,
n .
)yds=mn)_ 27"d,.

-n j>n

The optimal solution of (R,) will thus be determined by the optimal solution

of .

sup Yion27d,

subject to 3. ( d2+cf)§ 1, c,del,,
which is easily seen to be given by ¢ := 0, dj := k27 for j > n, and 0 for
J < n for some positive constant k, using the inner product structure of /,.
The constant k& is determined by

SRR =k 4 = <_ ):1,

j>n j>n

so k = 2"V/3. Thus the unique optimal solution of (R,) is
x,(s) —2+\/_ZZ cos1s)

j>n

(Notice that x,(s) > 2 - \/§Ej>n 2" =2-v3>0,s0 x, is indeed feasible.)
On the other hand, the unique feasible solution of the limiting problem (R )
is clearly % :=2. But ||x, —2||,=1/v2 forall n.

Thus in th1s example the objective function has weakly compact level sets
(and so by Propositions 1.4 and 1.5, or direct computation, x, — 2 weakly and
V(R,)TV(R_)) but x, - 2 in norm.
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Furthermore, as before, |x,(s)—2| < V3 a.e., so no subsequence of (x,) can
converge to 2 a.e. (otherwise the dominated convergence theorem would give a
contradiction to ||x, — 2||, = 1/v2 for all n).

Example 5.5. As in Theorem 1.7, let S be a compact metric space, 0 < I €
M(S), and suppose cl span(ai)‘l” = C(S). Consider the semi-infinite linear
program
(SILP, ) subject to  [ga,d(u—m) =0, i=1,...,n,
0<wueM(S),

where g € C(S). By Theorem 1.7, if u, is feasible for (SILP,) then u, — 7
weak * in M(S).

However, it is well known that for such problems we can restrict attention
to measures supported on a finite number of points (see, for example, [Bor-
wein, 1983]). Suppose # is nonatomic. Then for any purely atomic mea-
sure u, supported on, say, {s,,...,Ss,}, given any 6 > O there exists com-
pact K C S\{s,,...,s,} with u(K) > u(S) —J (since f is regular). By
Urysohn’s lemma [Jameson, 1974, 12.2] there exists continuous 4: .S — [0, 1]
with A(s) =0, i=1,...,m,and k|, =1. Thus [(hd(@—pu) > u(S)-J.
It follows that ||z — u|| > %(S) (since & was arbitrary).

Thus in this case, no sequence of finitely supported optimal solutions u, to
(SILP,) -can possibly approach the limiting solution Z in norm.

{ inf Jsgdu

6. NORM AND FINITE CONVERGENCE

Until now we have been concerned with weak convergence of solutions to
truncated moment problems with respect to various spaces of functions. In
particular, we saw that under reasonable conditions the solutions converged
weakly with respect to essentially Riemann integrable functions. In this section
we shall consider stronger types of convergence.

Definition 6.1. A normed space X is locally uniformly convex (LUC) if for
any x, x, € U(X), the unitball of X, n=1,2,..., with ||x, + x| — 2,
llx, — x| — 0.

This property is called “localized uniform rotundity” in [Day, 1962], and is a

weaker condition than uniform convexity. Since any L, space with 1 <p <o
is uniformly convex (Clarkson’s Theorem), these spaces are also LUC.

Proposition 6.2. Suppose X is LUC, x, — x, weakly, and ||x,|| — ||x!|. Then
X, — X In norm.

Proof. The case x = 0 is clear, so suppose without loss of generality that
x,, x# 0, n=1,2..., and define y := x/|x|, y, := x,/llx,/|. Then
Iy, =lyll=1 for each n, and y, —y weakly.

By the Hahn-Banach theorem, there exists ¢ € U(X") with ¢(y) = 1. Now
¢(y,+y)— 26(y) =2 as n — 0, s0 ||y, +y|l — 2. Thus by the definition of
LUC, y, — y in norm, and the result follows. O
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Motivated by this, we make the following definition.

Definition 6.3. Let X be a normed space. A function f: X — (~oo, +00] is
Kadecif f(x,) — f(x) < +o00, and x, — x weakly as n — oo implies x, — x
in norm.

Example 6.4. (i) If X is finite-dimensional then any f: X — (—o0, +00] is
Kadec.

(ii) If X =/, then any f is Kadec, by Schur’s lemma [Holmes, 1975].
(iii) If X is LUC then | -] is Kadec.

Suppose that X is a normed space, and f has weakly compact level sets.
Under the conditions of Proposition 1.5 we know that the solutions x, of
the finite problems (P,) approach the solution X of the limit problem (P )
weakly. Furthermore, by Proposition 1.4, f(x,) — f(X). If f is Kadec we
can then deduce that x, — X in norm.

For example, consider the following moment problems, where (S, 4) is an
arbitrary measure space, 1 < p < oo, 1/p+1/qg =1, and g, € Lq(S, u),
i=1,2,...,are densely spanning:

inf llxIl,
(LMP,) subject to  [gaxdu=»b,, i=1,...,n,
. 0<xeL,(S,u),

and the corresponding limiting problem (LMP_ ). Suppose that (LMP_) is
consistent. Since || - ||, is strictly convex, (LMP_) has a unique optimal solu-
tion, X. Furthermore, since Lp(S , u) is reflexive [Holmes, 1975, p. 129], the
unit ball is weakly compact. Thus, as above, the optimal solutions of (LMP,),
x, , satisfy ||xn||p - |I%ll, and x, = X weakly, so since L,(S, u) is LUC,
X, — X in norm.

This raises the question of what happens when p = co. Providing (S, u) is
o-finite, L_(S,un)=L(S, ©)* [Holmes, 1975], so the unit ball in L_(S, u)
is weak * compact. Thus, as before, |x, || — [I%|l,, and x, — X weak ™.
However, the optimal solutions of such problems in general are multiples of
characteristic functions of subsets of S (see [Borwein and Lewis, 1988(a)]), so
clearly we will not in general have |x, — X, — 0.

Theorem 6.5. Let X be a normed space, and suppose [, g: X — (—o0, +00]
are weakly Isc, with f Kadec. Then f + g is Kadec.

Proof. Suppose x, — x weakly and f(x,) + g(x,) = f(x) + g(x). Since f
and g are Isc, lim f(x,) > f(x) and lim g(x,) > g(x). Furthermore

im f(x,) = Im(f(x) + g(x) — g(x,)) = f(x) + g(x) — lim g(x,)
< f(x) + g(x) — g(x) = f(x).

Thus f(x,) — f(x), and sosince f is Kadec, x, — x in norm as required. O
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Example 6.6. Suppose 1 < m € N and (S, u) is a finite measure space. Con-
sider the function f: L (S, u)— (—oo +o0] defined by

700 = [ du=opli+ [ 3 gts
S 0<is#m i

By Clarkson’s theorem, || - ||, is Kadec, so clearly | - | /m! is also Kadec
(and weakly lIsc). The second function in the expression above is weakly Isc
since the integrand is a continuous, proper convex function (see [Rockafellar,
1968]). Thus by Theorem 6.5, f is Kadec. Furthermore, since for x > 0,
f(x) > ||x||:/m!, the intersection of level sets of f with the positive cone are
weakly compact. Note also, f is strictly convex.

Now suppose that a;, € L_(S, u), and that X € L_(S, u). Consider the
problem

{ inf Jo€du
(EX,) subject to [ a,(s)(x(s) —=X(s))du=0, i=1,...,n,
0<x€eL,(S, u).
Since X is feasible; with finite value, the unique optimal solution x, of (EX)
has finite value, so x, € L, (S, u) forevery 1 <meN. Reposing the problem
in L, , the fact that f has weakly compact level sets implies f(x,) 1 f(X) and
x, — X weakly by Propositions 1.4 and 1.5. Since fis Kadec X, — x in
|- l,, - Finally, since m was an arbitrary integer, we obtain ||x, —YH — 0 in
every L space with p < +oo. Thus for this choice of objective functlon we
obtain very strong convergence with few restricting assumptions.

Finite convergence. In some cases we will have even stronger convergence than
norm convergence: X, converges to X in a finite number of steps. The follow-
ing example suffices to demonstrate this, although stronger results are possible
using the results of [Borwein and Lewis, 1988(b)].

Let (S, u) be a finite measure space, and a, € L (S, u) for i=1,2,....
Suppose ¢: R — (—oo, +oo] is closed, and strictly convex on its domain,
with ¢(x) = +oo for x < 0 and ¢(x) < +oo for x > 0, and suppose
lim,_ _ ¢(x)/x = +oo. Consider the following sequence of problems:

inf Is s)
(EP,) { subject to [ a,(s)x(s)du(s)=b;, i=1,...,n,
0<xeL/(S,u).
Suppose finally that X is defined by

X(s) = ( *'(Zila, )>0 a.e onS,

and is feasible for each (EP,).
Theorem 4.7 and [Borwein and Lewis, 1988(b), Theorem 4.8] imply that the
value of (EP,) is equal to the value of the dual problem

(DEP,) { LA = Js 0 (T 4,a,(5)) dus),

maximize g,(4):=)_
subjectto A€ R",
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and that if A" is optimal for (DEP,) then the unique optimal solution of (EP,)

is x, , where
x,(s) = (¢ (Z l;'ai(s)) , seSs.
i=1

However, essentially following the proof of [Borwein and Lewis, 1988(b), The-
orem 4.8],

(V8,0 =b,~ [ s (Zz,a, ) (s),

from which it follows that if we define 1" € R" by
In — { I,‘ ’ l S N,
0, i>N,

then Vg, (') =0,s0 1" is optimal for (DEP,). Thus (¢*)' (X0, 7, a,(-) =
is uniquely optimal for (EP,) for all n > N. So we see that the optimal
solution of (EP,) converges to the optimal solution of (EP_ ), the limiting
problem, in at most N steps.

Example 6.7. Consider the case of Example 3.4, where S = [0, 1] with Le-
besgue measure, a,(s) = s'™! for each i, and ¢ is (minus) the Boltzmann-
Shannon entropy:
) xlogx, x>0,
d(x):=4¢0, x =0,
+o00, x <0.

Then ¢*(v) = e"~'. Thus whenever the limiting solution X(s) = e’ , where
P(s) is a polynomial in s, the solutions of the corresponding truncated moment
problems will converge to X in a finite number of steps.
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